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We study numerically scattering and transport statistical properties of the one-dimensional Anderson model
at the metal-insulator transition described by the power-law banded random matrix (PBRM) model at critical-
ity. Within a scattering approach to electronic transport, we concentrate on the case of a small number of
single-channel attached leads. We observe a smooth crossover from localized to delocalized behavior in the

average-scattering matrix elements, the conductance probability distribution, the variance of the conductance,
and the shot noise power by varying b (the effective bandwidth of the PBRM model) from small (h<<1) to
large (b>1) values. We contrast our results with analytic random matrix theory predictions which are expected
to be recovered in the limit b— . We also compare our results for the PBRM model with those for the
three-dimensional (3D) Anderson model at criticality, finding that the PBRM model with b € [0.2,0.4] repro-
duces well the scattering and transport properties of the 3D Anderson model.
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I. INTRODUCTION

The study of systems at the Anderson metal-insulator
transition (MIT) has been a subject of intensive research ac-
tivity for several decades.'~* In particular, much interest has
been focused on the scattering properties of critical systems
by analyzing the probability distribution functions of the
resonance widths I" and Wigner delay times 7y, ' as well
as the transmission or dimensionless conductance 7.'>-2° The
distribution functions of I' and 7y have been shown to be
related to the properties of the corresponding closed systems,
i.e., the fractality of the eigenstates and the critical features
of the MIT. On the other hand, at the MIT, the distribution of
conductances w(T) has been found to be universal, i.e., size
independent, but dependent on the adopted model, dimen-
sionality, symmetry, and even boundary conditions of the
system. w(T) has been studied for systems in two and more
dimensions with a large number of attached single-channel
leads.'>2° In fact, concerning the conductance of one-
dimensional (1D) systems and its statistical distribution, the
regime of small number of leads has been left almost
unexplored.?-2°

In the present work we study numerically several statisti-
cal properties of the scattering matrix and the electronic
transport across disordered systems in one and three dimen-
sions described by the power-law banded random matrix
(PBRM) model at criticality and the three-dimensional (3D)
Anderson model at the MIT, respectively. We stress that we
concentrate on the case of a small number of attached leads
each of them supporting one open channel.
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The organization of this paper is as follows. In the next
section we define the PBRM model, the 3D Anderson model
(3DAM), as well as the scattering setup. We also define the
scattering quantities under investigation and provide the cor-
responding analytical predictions from random scattering-
matrix theory (RMT) for systems with time-reversal symme-
try. These analytical results will be used as a reference along
the paper. In Sec. II we analyze the average-scattering matrix
elements, the conductance probability distribution, the vari-
ance of the conductance, and the shot noise power for the
PBRM model as a function of its effective bandwidth 5. In
Sec. III we compare the results of the PBRM model at criti-
cality with the scattering and transport properties of the 3D
Anderson model. Finally, Sec. IV is left for conclusions.

A. PBRM and the 3D Anderson models

As we have mentioned above, in the present study we
adopt two models, namely, the PBRM model at criticality
and the 3D Anderson model at the MIT. The PBRM
model*3° describes 1D samples of length L with random
long-range hopping. This model is represented by N XN (N
=L) real symmetric matrices whose elements are statistically
independent random variables drawn from a normal distribu-
tion with zero mean, (H;;)=0, and a variance decaying as a
power law (|H|*~ (b/]i-j|)**, where b and « are param-
eters. There are two prescriptions for the variance of the
PBRM model: the so-called nonperiodic,

2y _ lﬂ;
(115 = 21+ (|i—jlib)* M
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where the 1D sample is in a line geometry; and the periodic,

1 1+4;
2 1 + [sin(a]i — j|/L)/(wbIL)?%°

<|H i j|2> = (2)
where the sample is in a ring geometry. Field-theoretical
considerations*30-3! and detailed numerical
investigations*3233 have verified that the PBRM model un-
dergoes a transition at a=1 from localized states for a>1 to
delocalized states for a<<1. This transition shows all the key
features of the Anderson MIT, including multifractality of
eigenfunctions and nontrivial spectral statistics at the critical
point. Thus the PBRM model possesses a line of critical
points b € (0,). We set =1 in our study, i.e., we work
with the PBRM model at criticality.

The 3D Anderson model with diagonal disorder is de-
scribed by the tight-binding Hamiltonian (TBH)

H=2 [m)Wy(n|+ > |n)m], (3)

(n,m)

where n=(n,,n,,n,) labels all the N=L? sites of a cubic
lattice with linear size L while the second sum is taken over
all nearest-neighbor pairs (n,m) on the lattice. The on-site
potentials W,, for 1=n,,n,,n, =L are independent random
variables. When W,, are Gaussian distributed, with zero mean
and variance W?/12, the MIT at energy E=0 occurs for W
=W.=21.3. See Refs. 17, 34, and 35. Then, for W<W,
(W>W,) the system is in the metallic (insulating) regime.
We set W=W.,. in our study.

We open the isolated samples, defined above by the
PBRM model and the 3D Anderson model, by attaching 2M
semi-infinite single channel leads. Each lead is described by
the 1D semi-infinite TBH

Hipa= 2 (In)n + 1]+ n + 1)(n)). (4)
n=1

Using standard methods®® one can write the scattering
matrix (S matrix) in the form!!-1?

!

S(E)ZC ;,):1—21' sin()WI(E = He)™' W, (5)

where 1 is the 2M X 2M unit matrix, k=arccos(E/2) is the
wave vector supported in the leads, and H is an effective
non-Hermitian Hamiltonian given by

Hepe= H— e MWW (6)

Here, W is an N X 2M matrix that specifies the positions of
the attached leads to the sample. Its elements are equal to
zero or €, where € is the coupling strength. Moreover, assum-
ing that the wave vector k does not change significantly in
the center of the band, we set E=0 and neglect the energy
dependence of H. and S.

B. RMT predictions for the circular orthogonal ensemble

Notice from Egs. (1) and (2) that in the limit b— oo the
PBRM model reproduces the Gaussian orthogonal ensemble.
Therefore, in that limit we expect the statistics of the scatter-
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ing matrix, Eq. (5), to be determined by the circular orthogo-
nal ensemble (COE) which is the appropriate ensemble for
systems with time reversal symmetry. Thus, below, we pro-
vide the statistical results for the average S matrix and the
transport quantities to be analyzed in the following sections,
assuming the orthogonal symmetry. In all cases, we also as-
sume the absence of direct processes, i.e., (S)=0.

We start with the average of the S-matrix elements. It is
known that

1+ 6,,

Em— 7
2M + 1 M

<|Saa’ |2>COE =
where (-) means ensemble average over the COE.

Within a scattering approach to the electronic transport,
once the scattering matrix is known one can compute the
dimensionless conductance T=Tr(##) and its distribution
w(T). For M=1, i.e., considering two single-channel leads
attached to the sample, w(7T) is given by

‘ -

w(T)coE = T (8)
while for M=2,
3
ET, 0o<T<I1
w(T)coE = . )

E(T_ZVT_ 1), 1<T<2

For arbitrary M, the predictions for the average value of T
and its variance are

M M
<T>C0E=E_m (10)
and
2
var(T) cog = M@ +1) (11)

M +1)*2M +3)°

respectively. For the derivation of the expressions above see,
for example, Ref. 37. Another transport quantity of interest is
the shot noise power P=(Tr(tt'—#'#t")), which as a function
of M reads3$-40

b MM +1)?
CETr0oM+1)(2M +3)°

(12)

In the following sections we focus on (|S,./|*), (T),
var(T), and P for the PBRM model and the 3D Anderson
model, both at the MIT. In all cases we set the coupling
strength € such that (S)=0 in order to compare our results,
in the proper limits, with the RMT predictions introduced
above.

II. PBRM MODEL

We attach the 2M leads to the first 2M sites of the 1D
sample described by the PBRM model. That is, in the non-
periodic version of the PBRM model, Eq. (1), we attach the
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FIG. 1. (Color online) Scattering setup. 2M leads, shown as blue
(gray) lines, are attached to 2M sites (black dots) of a 1D sample
described by the (a) nonperiodic and (b) periodic versions of the
PBRM model. The case M =2 with L=11 is shown as example.

leads at the boundary of the system. See Fig. 1(a). While in
the periodic version, Eq. (2), we attach them to the bulk. See
Fig. 1(b). In the latter case, finite size effects are consider-
ably reduced. However, the quantities we analyze below are
L independent once L is much larger than the number of
attached leads for both versions of the PBRM model.

We point out that our setup is significantly different from
the one used in Refs. 28 and 29, where the conductance has
also been studied using the PBRM model. There, for ex-
ample, the leads in the M =1 case are attached to sites which
are separated a distance of L/2 and L in the periodic and
nonperiodic versions of the PBRM model, respectively. In
such situation the scattering quantities are strongly L depen-
dent.

A. Average-scattering matrix elements

First we consider the case M =1, where the S matrix is a
2 X 2 matrix. In Fig. 2(a) we plot the ensemble average of the
elements |Sy;|* and |S},|*> as a function of the bandwidth pa-
rameter b, {|S1|?);, and (|S,|*),, for the periodic and the
nonperiodic PBRM model. We concentrate on these two ma-
trix elements since the other two elements give no additional
information: {|S,|*),=(|S11[*), and {|S51[*),=(|S}2/?),. Notice
a strong b dependence of the average S-matrix elements driv-
ing them from a localizedlike regime [{|S}[*)=~1 and
(|S12/*) =0 i.e., the average conductance is close to zero] for
b<1, to a delocalizedlike or ballisticlike regime [{|S;;|*)
~2/3 and {|S|,|*) = 1/3; i.e., RMT results are already recov-
ered] for b=4.

Moreover, we have found that (|S,;|?) and {|S},/?), as a
function of the bandwidth b, are well described by

(S0P =1={S1s. (13)

1 1
Spl == —==|. 14
<| 12| >b 3|:1+(5b)_2:| ( )
where & is a fitting parameter. Equation (13) is a conse-
quence of the unitarity of the scattering matrix, SS*=1 while
the factor 1/3 in Eq. (14) comes from Eq. (7) with M=1. In
Fig. 2(a) we plot Egs. (13) and (14) (dashed lines) and com-
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FIG. 2. (Color online) Black [red (gray)] symbols: average
S-matrix elements ¢|S;;|?) and {|S;,|?) for the periodic [nonperiodic]
PBRM model at criticality as a function of (a) b and (b) D, for
M=1. The blue (gray) dotted-dashed lines correspond to 2/3 and
1/3; the RMT prediction for {|S;;|?) and (|S,|%), respectively, given
by Eq. (7). The black [red (gray)] dashed lines in (a) are Egs. (13)
and (14) with §=2.5 [ 5=~2.2]. The black [red (gray)] dashed lines
in (b) are Egs. (18) and (19) with §=2.5 [§=2.2]. Error bars are
not shown since they are much smaller than symbol size.

pare them with the corresponding results from the PBRM
model (symbols) in the periodic and nonperiodic setups. In
the same figure Eq. (7) is also plotted (dotted-dashed lines).

On the other hand, it is well known that in systems at the
disorder driven MIT both the energy spectra and the eigen-
states exhibit multifractal characteristics.* The PBRM model
is characterized by the effective bandwidth b that drives the
system from strong (b—0) to weak (b— o) multifractality.
Multifractality can be quantified by the generalized dimen-
sions D, which describe the fluctuations of the eigenfunc-
tions. The multifractal dimensions D, of the oth eigenfunc-
tion W7 (given as a linear combination of the basis states in
a system with linear size L, Wo=3F CV¢),) are defined
through the so-called inverse participation numbers, Z,
=31 ,|CY|%, by the scaling*334!

(Iq)typ o L—(q—l)Dq7 (15)

where (Z,)¥P=exp(In Z,) is the typical value of Z,. However,
among all dimensions, the correlation dimension D, plays a
prominent role.*> As b transits from zero to infinity, D, takes
values from zero to one.

Using numerical diagonalization of matrices with sizes
L=128, 256, 512, and 1024, we extracted D, by the use of
Eq. (15). For each system size L, we used a number of dis-
order realizations in order to have at least 10° data for its
analysis. For each disorder realization we used 25% of the
states at the center of the spectral band (where the density of
states is almost constant) in order to avoid boundary effects.
We found good agreement between the numerically obtained
D, and the analytical estimation**!
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. _12b: b<1
= (mb)!, b1

Moreover, in Ref. 43 the following phenomenological ana-
Iytical expression for D, as a function of b was proposed:

(16)

D,(b) (17)

1+ ()"
where 7 is a fitting parameter. See also Ref. 14. Equation
(17) describes well our numerical results for D, with y
=2.94 and y=2.88 for the periodic and nonperiodic versions
of the PBRM model, respectively.

Then, by substituting Eq. (17) into Egs. (13) and (14) we
obtain the following expressions for the averages of |S;,|?
and |S},|* as a function of D,:

<|Sll|2>D2: 1 _<|S12|2>D2’ (18)

1
+(ydHD5' - 1)*

In Fig. 2(b) we compare Eqgs. (18) and (19) (dashed lines)
with the ensemble-average numerical results at different val-
ues of D,. The agreement is excellent. In addition, it is in-
teresting to note that

<|512|2>D2 “{

which might be relevant for systems at the MIT where D,
can be tuned.

Finally we want to remark that concerning (|S,,,|%) for the
PBRM model, the RMT limit, expected for b— o, is already
recovered for b=4. See Fig. 2(a).

1
<|512|2>D2=§1 (19)

D3, D, —0

s 20
1-(y®*D3' -1)%, Dy—1 0

B. Conductance probability distribution

Now we turn to the conductance statistics. For b<<1 the
conductance distribution w(T) is highly concentrated close to
T=0. So it is more convenient to analyze the distribution of
the transmission logarithm, p(In 7), instead. Then, in Fig.
3(a) we show p(In 7) for several values of b<1 in the case
M=1, for the periodic and nonperiodic versions of the
PBRM model. Notice that the distribution functions p(In 7)
do not change their shape by increasing b, mainly for b<<1,
thus being scale invariant. In fact, (In T) for b<<1 clearly
displays a linear behavior when plotted as a function of Inb
as shown in Fig. 3(b). Then, all distributions functions
p(In T) fall one on top of the other when shifting them along
the x axis by the typical value of T,

Tyyp=exp(In T) (21)

as shown in Fig. 3(c).

Note that for T<T, p(InT) is proportional to
(T/T,)'", see Figs. 3(a) and 3(c). Moreover, we found that
such behavior extends from small to large values of b, b
> 1. Also, notice that the behavior p(In T) = T"? for small T
coincides with the RMT prediction w(T)cor* T2, see Eq.
(8) since the change of variable T—1In T leads to p(In T)
=Twcog(T).
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FIG. 3. (Color online) (a) Black [red (gray)] curves: probability
distribution p(In T) for the periodic [nonperiodic] PBRM model at
criticality for several values of b<<1 (b=0.01, 0.02, 0.04, 0.1, 0.2,
and 0.4 from left to right) in the case M=1. (b) Black [red (gray)]
symbols: (In 7) as a function of b for the periodic [nonperiodic]
PBRM model. The blue (gray) dashed line is the best fit of the data
to the logarithmic function A+1In b? with A=~—1.44. (c) p(In T) for
b<1 scaled to T,,=exp(ln T)~b>. The blue (gray) dashed line

typ
proportional to (7/ T[yp)” 2 is plotted to guide the eyes.

In Fig. 4 we show w(T) for large b (b=0.4). In the limit
b—oo, w(T) is expected to approach the RMT prediction of
Eq. (8). However, once b =4, w(T) is already well described

by w(T)coE-

s
B

4_ b:2 ] 4_ b:4 ]
= . b s
Eg) - 2 —
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T T

FIG. 4. (Color online) Black [red (gray)] curves: conductance
probability distribution w(T) for the periodic [nonperiodic] PBRM
model at criticality for some large values of b in the case M=1.
Blue (gray) dashed lines are w(T)cgog; the RMT prediction for w(T)
given by Eq. (8).
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TABLE 1. (In T) for the periodic PBRM model at criticality for
some values of b and L in the case M=1.

L b=0.1 b=1 b=10

50 -5.887+0.002 —2.249+0.002 —-2.001=0.002
100 -5.886+0.002 —2.247+0.002 —1.999 = 0.002
200 —-5.875+0.002 —2.245+0.002 —1.999 = 0.002
400 —-5.875+0.002 —2.244+0.002 —-2.002 = 0.002
800 -5.869+0.002 —2.228+0.002 —-1.989 % 0.002

We want to stress that our results do not depend on the
system size L, as can be seen in Table I where we report
(In T) for the periodic PBRM model at criticality for some
values of b and L in the case M=1. In fact, (In T) does not
depend on L out of criticality (a>1 and a<1) either. This
makes an important difference with respect to the setup
where the leads are attached to opposite sides of the sample
where (In T) increases (decreases) as a function of L for a
<1 (a>1 and a=1).

Now, in Figs. 5 and 6 we explore w(T) in the case M=2.
As well as in the case M=1, studied above, here: (i) for
small b, p(In 7) is scale invariant with Ty, as scaling factor,
see Fig. 5; (ii) for b=4, w(T) is well described by Eq. (9),
the corresponding RMT prediction, see Fig. 6. However, al-
though p(In T) for small b and w(T) for large b are practi-
cally the same for the periodic and nonperiodic versions of

F T T I |
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In (T/T
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FIG. 5. (Color online) (a) Black [red (gray)] curves: probability
distribution p(In T) for the periodic [nonperiodic] PBRM model at
criticality for several values of b<<1 (b=0.01, 0.02, 0.04, 0.1, and
0.2 from left to right) in the case M=2. (b) Black [red (gray)]
symbols: (In 7) as a function of b for the periodic [nonperiodic]
PBRM model. The blue (gray) dashed line is the best fit of the data
to the logarithmic function A +In b% with A =~—0.057. (c) p(In T) for
b<1 scaled to T,,=exp(ln T)~b>. The blue (gray) dashed line

typ
proportional to (7/Ty,)? is plotted to guide the eyes.
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FIG. 6. (Color online) Black [red (gray)] curves: conductance
probability distribution w(7T) for the periodic [nonperiodic] PBRM
model at criticality for some large values of b in the case M=2.
Blue (gray) dashed lines are w(7T)cgog; the RMT prediction for w(T)
given by Eq. (9).

the PBRM model, they show differences for intermediate
values, 0.1 <b <4, as can be seen in Fig. 5(a) and the upper
panels of Fig. 6.

We point out that for small T, T<T,y,, p(In T) is propor-
tional to (7/ Ttyp)z, as shown in Fig. 5(c). This behavior is
universal for the PBRM model with M=2; i.e., it is b inde-
pendent and valid for the periodic and nonperiodic versions
of the model. Again, as for the M =1 case, here for M =2, the
dependence p(In T) = T? in the limit b — o is consistent with
the RMT prediction w(T)cop < T for T<1; see Eq. (9).

From the results above and since®’

w(T)cog * V! ) (22)

in the region 0<7'<<1, we conclude that for the PBRM
model

p(In T) o« TM2, (23)

for T<T,y,. We argue that the behavior dictated by Eq. (23)
can be interpreted in the following way: Since small values
of conductance T<<1 mean very strong reflection, the scat-
tering process is almost direct, i.e., an incident electron is
scattered out the system mainly by the interaction with the
sites at which the leads are attached. Then the electron does
not explore the complete sample, not even part of it, and as a
consequence it does not realize that the sample is at critical-
ity. That is, for 7<<1, the incident electron does not distin-
guish between a critical system and a random system repre-
sented by a full random matrix if the number of attached
leads 2M is not much larger than b; i.e., when the leads are
attached to sites interconnected by Hamiltonian matrix ele-
ments located within the bandwidth of the matrix where all
elements have almost the same variance: {|H,;|*)=1/2. So,
we can use Eq. (22) and as a consequence Eq. (23) too. In
fact, we have verified that Eq. (23) is valid up to M=2 for
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FIG. 7. (Color online) (a) Average conductance (T) as a function
of M for the nonperiodic PBRM model at criticality for several
values of b. (T) for the 3D Anderson model at criticality (3DAM) is
also shown. (b) (T)/{T)cor as a function of b8 for the periodic
PBRM model at criticality for M € [1,5]. Insert: & versus M. & is
obtained from the fitting of Eq. (24) to the (T) vs b data. Thick full
lines correspond to (T)=0. Blue (gray) dashed lines are (a) the
RMT prediction for (T) given by Eq. (10); and (b) one.

b=1 while for b=10 it describes perfectly the left tail of
p(In 7) for all the values of M used in this work (up to M
=5). Our result, given by Eq. (23), is the generalization of
the result shown in Ref. 28, where the behavior p(In 7)
« T2 was reported for the PBRM model in the localized
(a@>1) and delocalized regimes (a<<1) for M=1.

C. Mean and variance of the conductance and the
shot noise power

We now increase further the number of attached leads.**
In Figs. 7(a), 8(a), and 9(a) we plot the average conductance
(T), the variance of the conductance var(T), and the shot
noise power P for the nonperiodic version of the PBRM
model for several values of b with M [1,5].% It is clear
from these three plots that changing b from small (b<<1) to
large (b>1) values produces a transition from localized to
delocalizedlike behavior in the scattering properties of the
PBRM model. That is, (i) for b<<0.1,{T)=0, var(T) =0, and
P=0; and (ii) for b=10, (T), var(7T), and P are well de-
scribed by the corresponding RMT predictions given by Egs.
(10)—(12), respectively. Similar plots are obtained (not
shown here) for the periodic PBRM model.

Moreover, we have observed that (T), var(7), and P be-
have (for all M) as {|S},|*), does. See Eq. (14). Thus, we can
write

1
1+ (5b)‘2] ’ 24)

X(b) = XCOE[
where X represents (T), var(T), or P and & is a fitting param-
eter. Then, in Figs. 7(b), 8(b), and 9(b) we plot (T), var(T),
and P normalized to their respective COE average values,
now for the periodic PBRM model as a function of 56 for
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FIG. 8. (Color online) (a) Variance of T as a function of M for
the nonperiodic PBRM model at criticality for several values of b.
var(T) for the 3DAM at criticality is also shown. (b)
var(T)/var(T)cog as a function of b6 for the periodic PBRM model
at criticality for M €[1,5]. Insert: 8 versus M. § is obtained from
the fitting of Eq. (24) to the var(7) vs b data. Thick full lines
correspond to var(7)=0. Blue (gray) dashed lines are (a) the RMT
prediction for var(T) given by Eq. (11); and (b) one.

M €[1,5]. Also, similar plots are obtained (not shown here)
for the nonperiodic PBRM model.

II1. 3D ANDERSON MODEL

Since the most prominent realization of systems that un-
dergo a MIT is the 3D Anderson model, it is of relevance to
analyze its scattering and transport properties taking as a
reference the results shown in the previous section for the
PBRM model.

x  b=0.02
+ b=0.04
6--© b=0.1
E--8 b=0.2
A--A =04
v-v b=1
o-< b=2
<-< b=10
A—A 3DAM
o M=1
o M=2
o M=3
A M=4
v M=5

0 | | |

P T I
0.01 0.1 1 10
bd

FIG. 9. (Color online) (a) Shot noise power P as a function of M
for the nonperiodic PBRM model at criticality for several values of
b. P for the 3DAM at criticality is also shown. (b) P/Pcog as a
function of b6 for the periodic PBRM model at criticality for M
e[1,5]. Insert: 8 versus M. & is obtained from the fitting of Eq.
(24) to the P vs b data. Thick full lines correspond to P=0. Blue
(gray) dashed lines are (a) the RMT prediction for P given by Eq.
(12); and (b) one.
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TABLE II. Average S-matrix elements {|S;;|?) and (|S,|?) for
the 3D Anderson model at criticality for some values of L in the
case M=1.

L (S1» (IS1»
6 0.9256 =£0.0001 0.0743 =£0.0001
8 0.9254 +0.0003 0.0745 = 0.0003
10 0.926 +0.001 0.073 =0.001

We attach the 2M leads to 2M sites at one of the edges of
the cubic lattice described by the 3D Anderson model. In this
way we make a line contact as we did in the case of the
PBRM model. So, we can compare the scattering properties
of both models. We use Gaussian distributed on-site poten-
tials and system sizes from L=6 to 10 (we have verified that
our results do not change by increasing L further) with 10° to
10* disorder realizations.

We start our analysis by looking at the average-scattering
matrix elements for M=1. For the 3D Anderson model at
criticality we found (|S;|>)=0.926 and {|S,|*) =0.074, see
Table II, which are close to those of the nonperiodic PBRM
model with b=0.24.

In Fig. 10 we show conductance probability distributions
p(In T) for the 3D Anderson model at criticality in the cases
M=1 and M=2. We found (In T)=~-3.47 and -3.06 for M
=1 and M =2, respectively. See Table III. These values of
(In T) for the 3D Anderson model are close to those of the
PBRM model with 5=0.36 and 5=0.22, respectively. Notice
also that, as well as for the PBRM model, for the 3D Ander-
son model p(In T) in the region of T<T,y, is proportional to
(T/Typ)"* and (T/Ty,)* for M=1 and M=2, respectively
(dashed lines in Fig. 10).

Additionally, in Fig. 11 we plot w(7T) for the 3D Anderson
model in the cases M=1 and M=2. In the same figure we
have also plotted (dashed lines) the conductance distributions
from the PBRM model with 5=0.2. We can see that the
conductance distributions of both models are similar at this
bandwidth value.

We also compute (T, var(T), and P for the 3D Anderson
model and plot them in Figs. 7(a), 8(a), and 9(a), respec-
tively (red curves labeled as 3DAM). We observe that for the
3D Anderson model {(T), var(7), and P behave as the corre-
sponding quantities for the PBRM model with b close to 0.2.

We want to stress that our results for the 3D Anderson
model at criticality do not seem to depend on the on-site
potential distribution. Here we used Gaussian distributed po-

p(nT)
HRR I IR B

ol vl il

FIG. 10. Probability distribution p(In T) for the 3D Anderson
model at criticality in the cases M =1 and M =2. Dashed lines with
slopes 712 and T? are plotted to guide the eyes.
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FIG. 11. (Color online) Conductance probability distribution
w(T) for the 3D Anderson model at criticality in the cases (a) M
=1 and (b) M=2. The red (gray) dashed line corresponds to w(T)
for the nonperiodic PBRM model with 56=0.2.

tentials. However, we observe practically the same results by
the use of box distributed on-site potentials (not shown here).

IV. CONCLUSIONS

We study the scattering and transport properties of the
PBRM model and of the three-dimensional (3D) Anderson
model, both at criticality. We observed a smooth crossover
from localized to delocalizedlike (ballisticlike) behavior in
the scattering properties of the PBRM model by varying b
from small (b<<1) to large (b>1) values. For this crossover
region we proposed heuristic analytical expressions for
(ISaar?)y and {[Sqr[)p,. For small b, we have shown that
p(In T) is scale invariant with the typical value of T, T,y,, as
scaling factor. We realized that RMT results, expected in the
limit b — o0, are already recovered for relatively small values
of the bandwidth: b=10. However, this fact is closely re-
lated to the small number of attached leads we used in this
work: the larger the number of leads the larger the value of b
needed to approach RMT behavior.

Our conclusions are valid for leads attached to the bulk of
the system as well as for leads attached at the boundary. In
this work we assumed that time-reversal symmetry (8=1) is
present in our disordered systems. Moreover, the case of bro-
ken time-reversal symmetry (8=2) has been preliminarily
studied in Ref. 46 where similar conclusions to this work
were made.

We have also shown that the scattering properties of the
3D Anderson model are similar to those for the PBRM
model with b €[0.2,0.4]. This result is in agreement with
previous studies®? were it was shown that several critical
quantities related to the spectrum and eigenstates of the
PBRM model with 5=0.3 are practically the same as for the
3D Anderson model. This makes the PBRM model an excel-
lent candidate to explore the properties of the 3D Anderson
model at criticality at a low-computational cost.

TABLE III. {In T) for the 3D Anderson model at criticality for
some values of L in the cases M=1 and M=2.

L (In TY(M=1) (In TY(M=2)
-3.471%0.001 -3.060*0.001
8 —3.483+0.005 -3.058 =0.003
10 -3.450*+0.016 -3.078+0.012
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We want to stress that for both models at criticality, the
PBRM model and the 3D Anderson model, we found the

universal behavior p(In T)OCTMz/2 for T<1, that we tested
here for M=1 and M=2. Moreover by the use of the PBRM
model with =2 (not shown here) we have already verified
that the more general expression p(In 7)o TP"*2, derived
from’” w(T) o TAM*2-1 with 0<T< 1, holds.

We emphasize that, even though we used a scattering
setup where the leads are attached perfectly to sites at one
side of the sample, our conclusions are not restricted to this
topology.*’

Finally, we recall that we concentrate here on the case of
a small number of single-channel attached leads (up to ten).
The study of the scattering and transport properties of the

PHYSICAL REVIEW B 82, 125106 (2010)

PBRM and the 3D Anderson models in the regime of M
> 1 will be the subject of a forthcoming contribution.*?
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